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Real time Reflectance Retrieval for AVIRIS-NG Imagery

Goal: fast and accurate model-based 
atmospheric correction

• Model-based (ATREM [Gao et al., 1993], FLAASH [Cooley et al., 2002])
• Accurate     Computationally expensive

• Empirical (QUAC [Bernstein et al., 2004], ELM [Conel et al., 1985])
• Fast     Strong assumptions    / Require ground spectra (ELM)

• This work: demonstrates model-based atmospheric correction 
at sensor acquisition rates of 500Mb/s
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• To retrieve surface reflectance: necessary to correct for 
atmospheric absorption and scattering effects
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Real time Reflectance Retrieval for AVIRIS-NG Imagery

Motivation: Onboard Analysis

•Modern spectrometers generate data volumes 
approaching 1Gb/s

•Storage / communications bandwidth limits duty 
cycles for UAV or exploration applications 

•Reflectance imagery available at the sensor 
enables autonomous applications:
•Smart downlink prioritization
•Rapid response to science targets
•Summary product generation / ROI compression
• ...
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ATREM-based Radiative Transfer Approach
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II. APPROACH

A. Atmospheric Correction Method

Atmospheric correction transforms the measured at-sensor
radiance to apparent surface reflectance. We will use “re-
flectance” here in the ordinary sense, referring to the Hemi-
spherical Directional Reflectance Function, or HRDF [8]. Our
approach is based on the ATmosphere REMoval code, or
ATREM [6]. First we calculate an illumination-invariant TOA
reflectance ⇢, defined as:

⇢ =

⇡L

F cos(✓)
(1)

Here L represents the measured radiance in W/sr/nm/cm2 , ✓
represents the solar zenith angle, and F the solar downward
irradiance in W/nm/cm2 at the top of the atmosphere [9].
For clarity we omit wavelength dependence. Assuming a
lambertian surface, we have:

⇢ = Tg


ra +

rsTdTu

1� srs

�
(2)

Here Tg is the gaseous transmittance of the atmosphere, ra
is the total reflectance of the atmosphere along the optical
path, rs is the surface reflectance. Tu and Td represent upward
and downward transmittances (both direct and diffuse). The s
represents the spherical albedo of the atmosphere from the sur-
face. We express reflectance in terms of gaseous transmittance
and scattering:

rs =
⇢/Tg � ra

TdTu + s(⇢/Tg � ra)
(3)

Computing these coefficients for specific imaging con-
ditions involves computationally-expensive radiative transfer
modeling. However, the scattering and transmission terms are
most sensitive to a handful of free parameters: the imaging
geometry, which for nadir observations consists of the aircraft
altitude and solar zenith angle; and the atmospheric state,
which varies in terms of the surface pressure elevation and
water vapor absorption path. In our approach, we precompute
a large lookup table of scattering and transmission coefficients
parametrized by imaging geometry.

We calculate scattering coefficients using the Second Simu-
lation of the Satellite Signal in the Solar Spectrum (6S) code
[10]–[12]. We use a 20-level model atmosphere and a fixed
aerosol model with a low optical depth (50 km visibility).
The particle model is a mixture of dust-like particles (70%),
water-soluble particles (29%) and soot (1%). The gaseous
transmittance can be written as the product of transmittances
of all relevant gases:

Tg = TH2O TO2 TCO2 TCH4 TCO TN2O (4)

We compute atmospheric gaseous transmission using absorp-
tion cross sections from the HITRAN 2012 database [13],
with absorption coefficients given by the Oxford University
Reference Forward Model [14]. We generated lookup tables
based upon the operating characteristics of the Twin Otter,
and include solar zeniths spaced at 4 degrees from 0 to 90,
aircraft altitudes spaced at 250m from 250 m to 5km, pressure
altitude levels spaced evenly at kilometer increments from 0 to

4 km, and 60 water vapor paths spaced logarithmically from
0 to 5 cm. We generated the full lookup table using the JPL
supercomputer cluster facility where it required approximately
6,100 CPU hours to complete. 1

When analyzing a new image, we use the aircraft position
and acquisition time to select a two dimensional slice of
this lookup table parameterized by water vapor and pressure
elevation. Then, we estimate these atmospheric state variables
on a per-spectrum basis using the depth of atmospheric absorp-
tion features. Specifically we use the Continuum Interpolated
Band Ratio (CIBR) of the 760 nm oxygen A band, the 940
nm water vapor absorption band, and the 1140 nm water
vapor absorption band. The CIBR is defined by the following
expression [15]:

RCIBR =

Lm

!r1Lr1 + !r2Lr2

(5)

Here R is the ratio of one or more reference measurements
from the middle of the absorption feature, denoted Lm, to
the average continuum level given by the right and left
sides, written Lr1 and Lr2 respectively. Weighting factors !
normalize each side. All band ratios are strongly dependent
on imaging geometry, so we use a different mapping for each
solar zenith and aircraft altitude. First, we estimate the pressure
altitude from the oxygen A band, and treat the result as a fixed
independent variable for later retrievals. Water vapor estimates
use the average of the values estimated by the CIBR of water
vapor features at 940 nm and 1140 nm. We independently
estimate each spectrum’s atmospheric state and compute final
transmission and scattering coefficients with the lookup table,
using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.

[Gao and Goetz., 1990]
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2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
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using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.
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II. APPROACH

A. Atmospheric Correction Method

Atmospheric correction transforms the measured at-sensor
radiance to apparent surface reflectance. We will use “re-
flectance” here in the ordinary sense, referring to the Hemi-
spherical Directional Reflectance Function, or HRDF [8]. Our
approach is based on the ATmosphere REMoval code, or
ATREM [6]. First we calculate an illumination-invariant TOA
reflectance ⇢, defined as:

⇢ =

⇡L

F cos(✓)
(1)

Here L represents the measured radiance in W/sr/nm/cm2 , ✓
represents the solar zenith angle, and F the solar downward
irradiance in W/nm/cm2 at the top of the atmosphere [9].
For clarity we omit wavelength dependence. Assuming a
lambertian surface, we have:

⇢ = Tg


ra +

rsTdTu

1� srs

�
(2)

Here Tg is the gaseous transmittance of the atmosphere, ra
is the total reflectance of the atmosphere along the optical
path, rs is the surface reflectance. Tu and Td represent upward
and downward transmittances (both direct and diffuse). The s
represents the spherical albedo of the atmosphere from the sur-
face. We express reflectance in terms of gaseous transmittance
and scattering:

rs =
⇢/Tg � ra

TdTu + s(⇢/Tg � ra)
(3)

Computing these coefficients for specific imaging con-
ditions involves computationally-expensive radiative transfer
modeling. However, the scattering and transmission terms are
most sensitive to a handful of free parameters: the imaging
geometry, which for nadir observations consists of the aircraft
altitude and solar zenith angle; and the atmospheric state,
which varies in terms of the surface pressure elevation and
water vapor absorption path. In our approach, we precompute
a large lookup table of scattering and transmission coefficients
parametrized by imaging geometry.

We calculate scattering coefficients using the Second Simu-
lation of the Satellite Signal in the Solar Spectrum (6S) code
[10]–[12]. We use a 20-level model atmosphere and a fixed
aerosol model with a low optical depth (50 km visibility).
The particle model is a mixture of dust-like particles (70%),
water-soluble particles (29%) and soot (1%). The gaseous
transmittance can be written as the product of transmittances
of all relevant gases:

Tg = TH2O TO2 TCO2 TCH4 TCO TN2O (4)

We compute atmospheric gaseous transmission using absorp-
tion cross sections from the HITRAN 2012 database [13],
with absorption coefficients given by the Oxford University
Reference Forward Model [14]. We generated lookup tables
based upon the operating characteristics of the Twin Otter,
and include solar zeniths spaced at 4 degrees from 0 to 90,
aircraft altitudes spaced at 250m from 250 m to 5km, pressure
altitude levels spaced evenly at kilometer increments from 0 to

4 km, and 60 water vapor paths spaced logarithmically from
0 to 5 cm. We generated the full lookup table using the JPL
supercomputer cluster facility where it required approximately
6,100 CPU hours to complete. 1

When analyzing a new image, we use the aircraft position
and acquisition time to select a two dimensional slice of
this lookup table parameterized by water vapor and pressure
elevation. Then, we estimate these atmospheric state variables
on a per-spectrum basis using the depth of atmospheric absorp-
tion features. Specifically we use the Continuum Interpolated
Band Ratio (CIBR) of the 760 nm oxygen A band, the 940
nm water vapor absorption band, and the 1140 nm water
vapor absorption band. The CIBR is defined by the following
expression [15]:

RCIBR =

Lm

!r1Lr1 + !r2Lr2

(5)

Here R is the ratio of one or more reference measurements
from the middle of the absorption feature, denoted Lm, to
the average continuum level given by the right and left
sides, written Lr1 and Lr2 respectively. Weighting factors !
normalize each side. All band ratios are strongly dependent
on imaging geometry, so we use a different mapping for each
solar zenith and aircraft altitude. First, we estimate the pressure
altitude from the oxygen A band, and treat the result as a fixed
independent variable for later retrievals. Water vapor estimates
use the average of the values estimated by the CIBR of water
vapor features at 940 nm and 1140 nm. We independently
estimate each spectrum’s atmospheric state and compute final
transmission and scattering coefficients with the lookup table,
using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.
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II. APPROACH

A. Atmospheric Correction Method

Atmospheric correction transforms the measured at-sensor
radiance to apparent surface reflectance. We will use “re-
flectance” here in the ordinary sense, referring to the Hemi-
spherical Directional Reflectance Function, or HRDF [8]. Our
approach is based on the ATmosphere REMoval code, or
ATREM [6]. First we calculate an illumination-invariant TOA
reflectance ⇢, defined as:

⇢ =

⇡L

F cos(✓)
(1)

Here L represents the measured radiance in W/sr/nm/cm2 , ✓
represents the solar zenith angle, and F the solar downward
irradiance in W/nm/cm2 at the top of the atmosphere [9].
For clarity we omit wavelength dependence. Assuming a
lambertian surface, we have:

⇢ = Tg


ra +

rsTdTu

1� srs

�
(2)

Here Tg is the gaseous transmittance of the atmosphere, ra
is the total reflectance of the atmosphere along the optical
path, rs is the surface reflectance. Tu and Td represent upward
and downward transmittances (both direct and diffuse). The s
represents the spherical albedo of the atmosphere from the sur-
face. We express reflectance in terms of gaseous transmittance
and scattering:

rs =
⇢/Tg � ra

TdTu + s(⇢/Tg � ra)
(3)

Computing these coefficients for specific imaging con-
ditions involves computationally-expensive radiative transfer
modeling. However, the scattering and transmission terms are
most sensitive to a handful of free parameters: the imaging
geometry, which for nadir observations consists of the aircraft
altitude and solar zenith angle; and the atmospheric state,
which varies in terms of the surface pressure elevation and
water vapor absorption path. In our approach, we precompute
a large lookup table of scattering and transmission coefficients
parametrized by imaging geometry.

We calculate scattering coefficients using the Second Simu-
lation of the Satellite Signal in the Solar Spectrum (6S) code
[10]–[12]. We use a 20-level model atmosphere and a fixed
aerosol model with a low optical depth (50 km visibility).
The particle model is a mixture of dust-like particles (70%),
water-soluble particles (29%) and soot (1%). The gaseous
transmittance can be written as the product of transmittances
of all relevant gases:

Tg = TH2O TO2 TCO2 TCH4 TCO TN2O (4)

We compute atmospheric gaseous transmission using absorp-
tion cross sections from the HITRAN 2012 database [13],
with absorption coefficients given by the Oxford University
Reference Forward Model [14]. We generated lookup tables
based upon the operating characteristics of the Twin Otter,
and include solar zeniths spaced at 4 degrees from 0 to 90,
aircraft altitudes spaced at 250m from 250 m to 5km, pressure
altitude levels spaced evenly at kilometer increments from 0 to

4 km, and 60 water vapor paths spaced logarithmically from
0 to 5 cm. We generated the full lookup table using the JPL
supercomputer cluster facility where it required approximately
6,100 CPU hours to complete. 1

When analyzing a new image, we use the aircraft position
and acquisition time to select a two dimensional slice of
this lookup table parameterized by water vapor and pressure
elevation. Then, we estimate these atmospheric state variables
on a per-spectrum basis using the depth of atmospheric absorp-
tion features. Specifically we use the Continuum Interpolated
Band Ratio (CIBR) of the 760 nm oxygen A band, the 940
nm water vapor absorption band, and the 1140 nm water
vapor absorption band. The CIBR is defined by the following
expression [15]:

RCIBR =

Lm

!r1Lr1 + !r2Lr2

(5)

Here R is the ratio of one or more reference measurements
from the middle of the absorption feature, denoted Lm, to
the average continuum level given by the right and left
sides, written Lr1 and Lr2 respectively. Weighting factors !
normalize each side. All band ratios are strongly dependent
on imaging geometry, so we use a different mapping for each
solar zenith and aircraft altitude. First, we estimate the pressure
altitude from the oxygen A band, and treat the result as a fixed
independent variable for later retrievals. Water vapor estimates
use the average of the values estimated by the CIBR of water
vapor features at 940 nm and 1140 nm. We independently
estimate each spectrum’s atmospheric state and compute final
transmission and scattering coefficients with the lookup table,
using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.

[Gao and Goetz., 1990]

Our approach: precompute LUT of scattering and transmission terms
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II. APPROACH

A. Atmospheric Correction Method

Atmospheric correction transforms the measured at-sensor
radiance to apparent surface reflectance. We will use “re-
flectance” here in the ordinary sense, referring to the Hemi-
spherical Directional Reflectance Function, or HRDF [8]. Our
approach is based on the ATmosphere REMoval code, or
ATREM [6]. First we calculate an illumination-invariant TOA
reflectance ⇢, defined as:

⇢ =

⇡L

F cos(✓)
(1)

Here L represents the measured radiance in W/sr/nm/cm2 , ✓
represents the solar zenith angle, and F the solar downward
irradiance in W/nm/cm2 at the top of the atmosphere [9].
For clarity we omit wavelength dependence. Assuming a
lambertian surface, we have:

⇢ = Tg


ra +

rsTdTu

1� srs

�
(2)

Here Tg is the gaseous transmittance of the atmosphere, ra
is the total reflectance of the atmosphere along the optical
path, rs is the surface reflectance. Tu and Td represent upward
and downward transmittances (both direct and diffuse). The s
represents the spherical albedo of the atmosphere from the sur-
face. We express reflectance in terms of gaseous transmittance
and scattering:

rs =
⇢/Tg � ra

TdTu + s(⇢/Tg � ra)
(3)

Computing these coefficients for specific imaging con-
ditions involves computationally-expensive radiative transfer
modeling. However, the scattering and transmission terms are
most sensitive to a handful of free parameters: the imaging
geometry, which for nadir observations consists of the aircraft
altitude and solar zenith angle; and the atmospheric state,
which varies in terms of the surface pressure elevation and
water vapor absorption path. In our approach, we precompute
a large lookup table of scattering and transmission coefficients
parametrized by imaging geometry.

We calculate scattering coefficients using the Second Simu-
lation of the Satellite Signal in the Solar Spectrum (6S) code
[10]–[12]. We use a 20-level model atmosphere and a fixed
aerosol model with a low optical depth (50 km visibility).
The particle model is a mixture of dust-like particles (70%),
water-soluble particles (29%) and soot (1%). The gaseous
transmittance can be written as the product of transmittances
of all relevant gases:

Tg = TH2O TO2 TCO2 TCH4 TCO TN2O (4)

We compute atmospheric gaseous transmission using absorp-
tion cross sections from the HITRAN 2012 database [13],
with absorption coefficients given by the Oxford University
Reference Forward Model [14]. We generated lookup tables
based upon the operating characteristics of the Twin Otter,
and include solar zeniths spaced at 4 degrees from 0 to 90,
aircraft altitudes spaced at 250m from 250 m to 5km, pressure
altitude levels spaced evenly at kilometer increments from 0 to

4 km, and 60 water vapor paths spaced logarithmically from
0 to 5 cm. We generated the full lookup table using the JPL
supercomputer cluster facility where it required approximately
6,100 CPU hours to complete. 1

When analyzing a new image, we use the aircraft position
and acquisition time to select a two dimensional slice of
this lookup table parameterized by water vapor and pressure
elevation. Then, we estimate these atmospheric state variables
on a per-spectrum basis using the depth of atmospheric absorp-
tion features. Specifically we use the Continuum Interpolated
Band Ratio (CIBR) of the 760 nm oxygen A band, the 940
nm water vapor absorption band, and the 1140 nm water
vapor absorption band. The CIBR is defined by the following
expression [15]:

RCIBR =

Lm

!r1Lr1 + !r2Lr2

(5)

Here R is the ratio of one or more reference measurements
from the middle of the absorption feature, denoted Lm, to
the average continuum level given by the right and left
sides, written Lr1 and Lr2 respectively. Weighting factors !
normalize each side. All band ratios are strongly dependent
on imaging geometry, so we use a different mapping for each
solar zenith and aircraft altitude. First, we estimate the pressure
altitude from the oxygen A band, and treat the result as a fixed
independent variable for later retrievals. Water vapor estimates
use the average of the values estimated by the CIBR of water
vapor features at 940 nm and 1140 nm. We independently
estimate each spectrum’s atmospheric state and compute final
transmission and scattering coefficients with the lookup table,
using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.
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II. APPROACH

A. Atmospheric Correction Method

Atmospheric correction transforms the measured at-sensor
radiance to apparent surface reflectance. We will use “re-
flectance” here in the ordinary sense, referring to the Hemi-
spherical Directional Reflectance Function, or HRDF [8]. Our
approach is based on the ATmosphere REMoval code, or
ATREM [6]. First we calculate an illumination-invariant TOA
reflectance ⇢, defined as:

⇢ =

⇡L

F cos(✓)
(1)

Here L represents the measured radiance in W/sr/nm/cm2 , ✓
represents the solar zenith angle, and F the solar downward
irradiance in W/nm/cm2 at the top of the atmosphere [9].
For clarity we omit wavelength dependence. Assuming a
lambertian surface, we have:

⇢ = Tg


ra +

rsTdTu

1� srs

�
(2)

Here Tg is the gaseous transmittance of the atmosphere, ra
is the total reflectance of the atmosphere along the optical
path, rs is the surface reflectance. Tu and Td represent upward
and downward transmittances (both direct and diffuse). The s
represents the spherical albedo of the atmosphere from the sur-
face. We express reflectance in terms of gaseous transmittance
and scattering:

rs =
⇢/Tg � ra

TdTu + s(⇢/Tg � ra)
(3)

Computing these coefficients for specific imaging con-
ditions involves computationally-expensive radiative transfer
modeling. However, the scattering and transmission terms are
most sensitive to a handful of free parameters: the imaging
geometry, which for nadir observations consists of the aircraft
altitude and solar zenith angle; and the atmospheric state,
which varies in terms of the surface pressure elevation and
water vapor absorption path. In our approach, we precompute
a large lookup table of scattering and transmission coefficients
parametrized by imaging geometry.

We calculate scattering coefficients using the Second Simu-
lation of the Satellite Signal in the Solar Spectrum (6S) code
[10]–[12]. We use a 20-level model atmosphere and a fixed
aerosol model with a low optical depth (50 km visibility).
The particle model is a mixture of dust-like particles (70%),
water-soluble particles (29%) and soot (1%). The gaseous
transmittance can be written as the product of transmittances
of all relevant gases:

Tg = TH2O TO2 TCO2 TCH4 TCO TN2O (4)

We compute atmospheric gaseous transmission using absorp-
tion cross sections from the HITRAN 2012 database [13],
with absorption coefficients given by the Oxford University
Reference Forward Model [14]. We generated lookup tables
based upon the operating characteristics of the Twin Otter,
and include solar zeniths spaced at 4 degrees from 0 to 90,
aircraft altitudes spaced at 250m from 250 m to 5km, pressure
altitude levels spaced evenly at kilometer increments from 0 to

4 km, and 60 water vapor paths spaced logarithmically from
0 to 5 cm. We generated the full lookup table using the JPL
supercomputer cluster facility where it required approximately
6,100 CPU hours to complete. 1

When analyzing a new image, we use the aircraft position
and acquisition time to select a two dimensional slice of
this lookup table parameterized by water vapor and pressure
elevation. Then, we estimate these atmospheric state variables
on a per-spectrum basis using the depth of atmospheric absorp-
tion features. Specifically we use the Continuum Interpolated
Band Ratio (CIBR) of the 760 nm oxygen A band, the 940
nm water vapor absorption band, and the 1140 nm water
vapor absorption band. The CIBR is defined by the following
expression [15]:

RCIBR =

Lm

!r1Lr1 + !r2Lr2

(5)

Here R is the ratio of one or more reference measurements
from the middle of the absorption feature, denoted Lm, to
the average continuum level given by the right and left
sides, written Lr1 and Lr2 respectively. Weighting factors !
normalize each side. All band ratios are strongly dependent
on imaging geometry, so we use a different mapping for each
solar zenith and aircraft altitude. First, we estimate the pressure
altitude from the oxygen A band, and treat the result as a fixed
independent variable for later retrievals. Water vapor estimates
use the average of the values estimated by the CIBR of water
vapor features at 940 nm and 1140 nm. We independently
estimate each spectrum’s atmospheric state and compute final
transmission and scattering coefficients with the lookup table,
using bilinear interpolation along the pressure altitude and
water vapor axes.

B. System Architecture

Figure 1 describes the data processing pipeline for our
system. We developed the system for the Next-Generation
Airborne Visible Near Infrared Spectrometer (AVIRIS-NG),
a VSWIR imaging spectrometer covering the 380-2500nm
interval at a spectral resolution of approximately 5nm and
spatial resolutions as low as 0.5m per pixel or finer. It is
mounted with a nadir-looking gimbaled platform on a Twin
Otter Aircraft. During flight, its data acquisition process reads
spectral data over a dedicated Camera Link interface at a
rate of approximately 500Mb/s, and records it directly to a
RAID SSD flight recorder. A dedicated FPGA is used to
handle the high-speed Camera Link protocol and to associate
each frame with timing information from a co-mounted GPS
/ INU position data stream for later use in orthorectification.
We installed the real-time atmospheric correction system on
a backup computer2 connected to the Camera Link data path.
The backup computer held a second copy of the recording
system, and made an independent copy of data, GPS, and
timing files to its local SSD drive.

1For reference, scattering and transmission coefficients at a single solar
zenith/aircraft altitude/pressure altitude for 60 water vapor paths can be
computed in 8 minutes on a 6-core, 3.2Ghz machine with 32GB RAM.

2Intel(R) Xeon(R) CPU E5-1660 v2, 6 cores @ 3.70GHz, 32GB RAM,
256GB SSD with transfer rate measured at > 500MB/s.
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Scattering and transmission terms depend on:
• Imaging geometry: aircraft altitude + solar zenith angle
• Atmospheric state: surface pressure elevation + H2O absorption path

Scattering terms: 6S code [Vermote et al., 1997]

Transmission terms: 
- Absorption cross-sections from HITRAN2012 database [Rothman et al., 2013]
- Coefficients from Oxford Reference Forward Model [Dudhia, 2012]

LUT generation time: ~6k CPU hours on JPL supercomputer cluster

5

Precompute 4 Dimensional LUT (designed for operating range of Twin Otter):
• Aircraft altitude: {.25, .5, ..., 5}km
• Solar zenith angle: {0, 4, ..., 88}deg
• Surface pressure elevation: {0, 1, ..., 4}km
• H2O path: {0, ..., 5}cm (60 paths, log spacing)!

ATREM-based Radiative Transfer Approach
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AVIRIS Next Generation (AVIRIS-NG) + Interface

6

“Designed to exceed AVIRIS-
 Classic in the spectral, spatial, 
 radiometric and uniformity 
 domains.” 
• Resolution: 
• Spectral: 380-2500nm at 5nm
• Spatial: 0.5m / pixel or finer

• Dedicated FPGA interface:
• Handles high-speed Camera 

Link protocol (500Mb/s)
• Associates frames with co-

mounted GPS / INU position 
stream

Image credit: http://airbornescience.jpl.nasa.gov/instruments/avirisng

http://airbornescience.jpl.nasa.gov/

http://airbornescience.jpl.nasa.gov/instruments/avirisng
http://airbornescience.jpl.nasa.gov/instruments/avirisng
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Architecture and Data Flow

Watchdog process (Python) monitors SSD for new imagery, activates atmospheric 
correction routine (C), displays reflectance spectra as they are generated
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Architecture and Data Flow

LUT usage:
• Locate nearest aircraft elevation + solar zenith angle in LUT
• Estimate O2, H2O via Continuum-Interpolated Band Ratio (CIBR)
• Pressure elevation estimated from 760nm oxygen-A band
• Water vapor estimated from 940 and 1140 nm CIBR averages

• Bilinear interpolation along pressure elevation, water vapor axes

Watchdog process (Python) monitors SSD for new imagery, activates atmospheric 
correction routine (C), displays reflectance spectra as they are generated
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Demonstration on AVIRIS-NG Imagery

8

• Tested real time system onboard Twin 
Otter over two regions: San Joaquin Valley 
(SJV) and UC-Riverside (UCR)

• Successfully processed 31/31 flightlines at 
the sensor acquisition rate of 500Mb/s

• First demonstration of real time, model-
based atmospheric correction of 
hyperspectral imagery onboard an 
aircraft

Above: real time system in action 
onboard the Twin Otter
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Fig. 1. Real time atmospheric correction data processing pipeline. During recording, a dedicated FPGA acquires frames from a high speed Camera Link
interface and writes spectral data to a SSD RAID array. The SSD RAID array simultaneously supports instrument recording, reading by the atmospheric
correction software, and writing of the retrieved surface reflectances.

During operation, the operator manually launches a ded-
icated watchdog process which watches the SSD for new
data. When a new image file appears, the watchdog pro-
cess parses the latest GPS logs for timely position and
timestamp information, and immediately activates the real-
time atmospheric correction procedure. A second independent
visualization process displays reflectance spectra as they are
generated as an indication that the system is functioning
correctly. During our tests, the atmospheric correction routine
easily kept pace with the data recording process but never used
more than a single core of one CPU. In fact, the atmospheric
correction routine processed data at a faster rate than data
acquisition (typically 700-800Mb/s) and often overtook the
recording process and reached the end of the file. Whenever
this occurs, the atmospheric correction routine pauses to allow
more frames to accumulate, resulting in an intermittent load
on the CPU.

III. EXPERIMENTAL METHOD

We acquired imagery in flights over two target areas.
The first set of images were captured on June 11, 2014
over the San Joaquin Valley (SJV), and contained chaparral
vegetation and bare terrain. The second set was captured
over the University of California, Riverside (UCR) on June
12, 2014, an urban environment interspersed with orchard
plants. Table I lists the flightlines we processed using our
model-based real time atmospheric correction algorithm, and
their approximate altitudes and scene content. All flightlines
listed below processed successfully onboard the aircraft at
data rates exceeding 500Mb/s. We selected two flightlines
for detailed investigation. The first covers the UC Riverside
campus, and the second covers a portion of the San Joaquim
Valley. The selected flightlines are indicated in red and blue
text in Table I. To validate our results, we supplemented
the airborne flights with a ground-truth data collected in the
UC Riverside area. A field team collected spectra from two
targets: a dirt road and a gravel-covered parking lot. Spectra
were measured using an Analytical Spectral Devices (ASD)
FieldSpec instrument measuring the 400-2500nm range at 1nm

TABLE I
UC-RIVERSIDE AND SAN JOAQUIN VALLEY FLIGHTLINES

Capture Time (UTC) Location Zenith Altitude (m) #Lines
11 June 2014 19:50:45 SJV 13.4 4186 39103
11 June 2014 20:01:36 SJV 13.3 4107 32259
11 June 2014 20:14:48 SJV 13.9 4179 24906
11 June 2014 20:21:57 SJV 14.4 4131 23407
11 June 2014 20:38:06 SJV 16.3 4657 33765
11 June 2014 20:46:31 SJV 17.3 4625 35751
11 June 2014 21:18:22 SJV 22.0 2577 42210
11 June 2014 21:29:13 SJV 23.9 2479 32604
11 June 2014 23:00:35 SJV 42.1 1620 16656
12 June 2014 19:57:14 UCR 10.9 2384 26778
12 June 2014 20:02:45 UCR 11.1 2378 17973
12 June 2014 20:06:43 UCR 11.4 2375 20700
12 June 2014 20:12:43 UCR 11.9 2363 12840
12 June 2014 20:16:48 UCR 12.3 2393 14091
12 June 2014 20:20:47 UCR 12.7 2320 17934
12 June 2014 20:29:43 UCR 13.9 1247 14043
12 June 2014 20:33:47 UCR 14.5 1257 13023
12 June 2014 20:37:30 UCR 15.0 1230 12727
12 June 2014 20:41:11 UCR 15.6 1260 11937
12 June 2014 20:44:38 UCR 16.2 1236 13489
12 June 2014 20:48:58 UCR 16.9 1251 15109
12 June 2014 20:54:35 UCR 17.8 1227 12612
12 June 2014 20:59:37 UCR 18.5 2376 33297
12 June 2014 21:11:54 UCR 20.6 2557 19576
12 June 2014 21:17:16 UCR 21.6 2531 17608
12 June 2014 21:21:59 UCR 22.5 2543 22644
12 June 2014 21:28:10 UCR 23.8 2552 9414
12 June 2014 21:31:42 UCR 24.4 2525 17169
12 June 2014 21:38:58 UCR 26.0 2046 20322
12 June 2014 21:53:42 UCR 28.5 2065 17034
12 June 2014 21:59:31 UCR 29.7 2018 16245

spectral resolution. Absolute reflectance was calculated by
ratio against the signal from a white reference spectralon panel.
The ground truth measurements were collected nearly a year
before the AVIRIS-NG overflight, so we cannot exclude the
possibility that target spectral properties might have changed in
the interim. However, as we demonstrate later, our reflectance
spectra show strong agreement with the ground-truth spectra.
Figure 3 gives a false-color composite of UCR flightline that
indicates the locations of the ground-truth field measurements.
Figure 2 shows a portion of the San Joaquim image. As field
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Validation Data and Algorithms

Validation data:
• Flightlines: 
•UCR (6/12/14, 20:16:48): urban area, orchards
•SJV (6/11/14, 20:21:57):  chaparral vegetation, bare terrain

•ASD field spectra of UCR area from summer 2013
Algorithm comparisons:
• QUAC [Bernstein et al, 2004]

• Empirical approach: assumes linear model, estimates baseline + 
offset using in-scene pixels, CPUtime = minutes

• Applied to TOA reflectances without filtering bright / sharp features
• Exclude pixels where QUAC output outside [0,1] range 

(<1% of all pixels)
• AVIRIS-NG Standard Science Pipeline 
• ATREM-based ground processing pipeline, CPUtime = hours

9



Real time Reflectance Retrieval for AVIRIS-NG Imagery
10

UCR Flightline Comparisons:
ASD Field Spectra, QUAC, AVIRIS-NG Standard
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SJV Flightline Comparisons:
QUAC, AVIRIS-NG Standard
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False-color Composite Model-based Real time (CIBR) AVIRIS-NG Standard (3-Phase)

H2O Retrievals: Correlation with NDWI [Gao, 1996]

CIBR vs. 3-Phase, NDVI>0.0

Correlation (H2O retrieval, NDWI)
Model-based:             0.72852
AVIRIS-NG Standard: 0.22520
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Summary and Future Work

• We demonstrated model-based atmospheric correction at 
sensor acquisition rates of 500Mb/s 

• Real time execution possible by shifting radiative transfer 
computations offline

• Successful in-flight runs on AVIRIS-NG platform
• Next steps: 
• Preparing TGRS paper:

“Real time Reflectance Retrieval for AVIRIS-NG Imagery”
• Real time orthorectification
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• QUAC assumes std. dev. ~constant for all wavelengths
• RMSE greatest for bands where std. diverges (<600 & >2000nm)

20

Per-band Mean/Std. Dev. of TOA Reflectances
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False-color Composite Model-based Real time (CIBR) AVIRIS-NG Standard (3-Phase)

H2O Retrievals: Correlation with NDWI [Gao, 1996]

CIBR vs. 3-Phase, NDVI>0.75

Correlation (H2O retrieval, NDWI)
Model-based:             0.67026
AVIRIS-NG Standard: 0.07954


